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SUMMARY  This paper describes techniques of scoring
prosodic proficiency of English sentences spoken by Japanese.
The multiple regression model predicts the prosodic proficiency
using new prosodic measures based on the characteristics of
Japanese novice learners of English. Prosodic measures are calcu-
lated by comparing prosodic parameters, such as Fo, power and
duration, of learner’s and native speaker’s speech. The new mea-
sures include the approximation error of the fitting line and the
comparison result of prosodic parameters for a limited segment of
the word boundary rather than the whole utterance. This paper
reveals that the introduction of the new measures improved the
correlation by 0.1 between the teachers’ and automatic scores.
key words: prosody, comparison unit, fitting error, multiple
regression model, CALL

1. Introduction

Two reasons that are given as to why English conver-
sation is difficult for many Japanese to deal with are
that reading and writing are still the main subjects of
English education at school, and that Japanese is lin-
guistically much different from English. To overcome
such circumstances and support the self-training of En-
glish speaking, many studies address CALL systems en-
hanced by speech information processing[1]-[7].

Japanese students have less opportunities to learn
prosody generation than segmental pronunciation, thus
it is very difficult for some Japanese people to ac-
quire the skill of speaking English with natural prosody.
This paper proposes a new method of automatic scor-
ing for prosodic proficiency of English sentences spoken
by Japanese learners focusing on the characteristics of
Japanese learners.

Our proposed method supposes that the contents
of the sentence are fixed and that the same sentence
uttered by a native speaker is available. In this sit-
uation, the comparison between the native speaker’s
and learner’s utterances is one of the promising ways
to automatically score the learner’s utterance. Natu-
ral prosody itself is not unique for a given sentence.
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Comparison-based scoring methods involve a risk of
giving a low score for an utterance with a natural
prosodic pattern if the prosodic pattern of the utter-
ance happens to be different from a reference utter-
ance by a native speaker. However, it is very efficient
for training learners (especially beginners) to mimic a
teacher’s utterance. In this paper, utterance compar-
ison between native speaker’s and learner’s utterances
is used to automatically score the prosodic proficiency
of the learners’ utterances.

In general, students tend to make a prosodic ex-
pression in the same manner as they use in their na-
tive language, when they speak in a foreign language.
Some differences between native speaker’s and learner’s
utterances are dependent on the native language of the
learner. This paper describes an automatic scoring
method for prosodic proficiency of English sentences
based on the characteristics of Japanese learners.

2. Methods of Automatic Scoring for Prosodic
Proficiency

2.1 A Conventional Method

A simple method of automatic scoring of learners’ ut-
terances based on the utterance comparison has been
evolved. This method evaluates the difference between
two prosodic patterns frame by frame for the entire sen-
tence, using the linear expansion or the DP (Dynamic
Programming) matching to obtain the matching infor-
mation of words or phonemes[8]. When characteristics
of the learners are known in advance, the performance
of the automatic scoring can be improved by incorpo-
rating the characteristics into scoring methods.

2.2 Characteristics of Japanese Learners of English

Sugito(1998) described the difference of Fg patterns be-
tween a native speaker and a Japanese novice learner in
uttering word clusters, schematically shown in Fig. 1[9].
Native speakers smoothly utter a word sequence, which
should be a cluster, with a smooth Fy pattern. On the
other hand, a valley is found at the word boundary of
an Fy pattern by Japanese novice learners. Her anal-
ysis results suggest that the Fy pattern in the word
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Fig.1 Typical Fy patterns at a word boundary.

. wonder —| ful weath|—er ...

(a) CU based on English syllables

. wonderfu — —ther ...

(waNdafu ru we za-)
(b) CU based on morae of Japanese-like pronunciation

Fig.2 Definition of the comparison unit.

boundary reflects the skill level of speaking English.
2.3 A Proposed Method

This paper proposes a method of the automatic scor-
ing focusing on segments where the characteristics of
Japanese English tend to appear, rather than using all
segments of the sentence. The segments to be used for
utterance comparison, such as words, word boundaries,
the entire utterance, and so on, are called a comparison
unit (CU).

We introduces the word boundary as one of the
comparison units based on the findings mentioned in
2.2, and investigates two types of definitions of the word
boundary part as the comparison unit for Fy patterns
as follows:

e The final and initial English syllables of the pre-
ceding and following word of a word boundary re-
spectively. ( See in Fig. 2(a) )

e The final and initial morae of the preceding and
following word of a word boundary respectively,
when these words are spoken with Japanese-like
pronunciation. ( See in Fig. 2(b) )

A proposed method predicts a score of the prosodic
proficiency by the multiple regression model using sev-
eral prosodic measures. The score of the prosodic pro-
ficiency, S, is defined by the following equation,

K
S= Zakpk, (1)
k=1

where Py is the k-th prosodic measure and K is the
number of the prosodic measures. The multiple regres-
sion model is obtained by optimizing weighting factors,
ar, using training data.
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The prosodic measures are calculated by averag-
ing the difference of prosodic parameters for compari-
son units. A prosodic measure, Py, is defined by the
following equation,

1 I
P = 7 L IPv() - Pilil, ey

where I is the number of the comparison units, and
Pn (i) and Pr(i) are prosodic parameters of the i-th
comparison unit for a native speaker and a learner re-
spectively.

The alignment between two prosodic patterns is
not only determined by the prosodic information but
also the segmental information in terms of phoneme
labels[10]. The utterances by native speakers are man-
ually segmented phoneme by phoneme. The phoneme
labels for learners’ utterances are determined by an au-
tomatic labeling technique using acoustic HMM mod-
els of both English and Japanese phonemes and the
phoneme transition patterns which are often found for
Japanese speakers. The initial and final points of each
comparison unit are given by the phoneme labels.

3. Prosodic Measures
3.1 Fundamental Frequency (Fy)

Fo is analyzed every 5ms with 20ms frames for utter-
ances. Fy values are expressed in the log scale and are
normalized to make the mean 100.0. After unvoiced
segments are interpolated to keep Fy values, the Fy
pattern is smoothed by using regression line fitting.

3.1.1 Fy Distance

The first prosodic measure is Fy pattern distance,
F_PD. This measure is the average distance between
Fo value sequences by a native speaker and a Japanese
learner in the comparison units by removing the differ-
ence of Fy means of two speakers. F_PD is defined by
the following equations,

I
FPD=1 ; £ (i), (3)

fN ’L k‘ fL(i,k?)

K;
f-pd(i) Z

- (MO-20), @

where [ is the number of the comparison units in an
utterance, fy(i,k) and fr(i,k) are Fy values of k-th
frame in ¢-th comparison unit of a native speaker and a
Japanese learner respectively. fx (i) is the mean of Fy
values in i-th comparison unit as follows,
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K,
—_— 1 «— .
Ix®) =4 > fxlisk), (5)
k=1
where X denotes either N or L.
3.1.2 Gradient of Fy Fitting Line

The second measure related to Fo is F_SD, which is
the difference between gradients of Fy fitting straight
lines in the comparison unit for a native speaker and a
Japanese learner. F_SD is defined as

I
FSD= 23" |Afn() - ARG, (6)

i=1
where Afy (i) and Afy, (i) are the gradient of Fy fitting
lines in ¢-th comparison unit for a native and a Japanese
speaker respectively.

3.1.3 Approximation Error of Fy Fitting

Unnatural Fy patterns by Japanese learners are classi-
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(a) An Fq pattern with flat Fo

[HZ] -
100.4
100.2

100

99.8

99.6

99.4

0 0.5 1 15 2 25 [g

(b) An Fg pattern with too large Fo change of words

Fig.3 Typical Fg patterns by Japanese novice learners.
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Fig.4 An Fy pattern by native speakers.

fied into two categories. One is a flat Fy pattern which
has small dynamic change in Fy and it is like a straight
line. This type of unnaturalness is described in [11]
and some experiment results uncovered this character-
istic[12],[13]. The other is concatenation of word Fg
patterns where an inherent prosodic pattern of a word
appears in a sentence as it is, and it results in the unnat-
urally large Fo change in words. Typical examples of
two types of unnatural Fy patterns are shown in Fig. 3
(a) and (b) respectively. The sentence of both Fy pat-
terns is “That’s from my brother who lives in London”.
Figure 4 is an Fy pattern by a native speaker for the
same sentence.

When an Fy pattern by Japanese novice learners is
approximated by a straight or curved line, an approxi-
mation error decreases or increases in comparison with
a native speaker’s Fo pattern, for the two cases men-
tioned above. Therefore, this paper proposes the ap-
proximation error of Fy fitting as a new prosodic mea-
sure in order to capture the characteristics of Japanese
learners of English.

The measures, FF_ND1 and F_ND2, are the dif-
ferences of the approximation errors of Fy fitting which
approximates an Fy trajectory by a straight and 2-order
curved line respectively. F'_N Dn is defined as

I
PNDn = 23| deti) - fap i), ™)
i=1

where fdR, (i) and fd} (i) are the approximation errors
of Fy fitting in i¢-th comparison unit for a native and a
Japanese speaker respectively, and n indicates the order
of the fitting line. The approximation error is evaluated
in terms of RMS normalized by the number of frames
in the comparison unit.

3.2 Power

The characteristic of Japanese novice learners men-
tioned in 3.1.3 is found for the power contour as well
as the Fy contour. The measures related to the power
parameter, P_.N D1 and P_N D2, are the differences of
the approximation errors of power contour fitting which
approximates a power trajectory by a straight and 2-
order curved line respectively, in the same manner as
F_NDn. P_NDn is defined as

I
PND =13 |pak () - pd} )], (®)

where pd} (i) and pd} (i) are the approximation errors
of fitting for the power in i-th comparison unit for a na-
tive and a Japanese speaker respectively. The approx-
imation error is evaluated in terms of RMS normalized
by the number of frames in the comparison unit.



3.3 Duration
3.3.1 Utterance Duration

Japanese novice learners tend to utter sentences with
longer duration because they often insert unnecessary
vowels in a consonant sequence and some pauses in a
halting utterance. The total duration of the utterance
can be an important factor of scoring of the utterance.
The first measure related to the duration is the total
utterance duration, T_D,;;, which is defined as

; 9)

where Ty and T}, are the total duration times of the
native speaker’s and learner’s utterance respectively.

T Doy = ‘TN T

3.3.2 Duration of Words

If the utterance duration of the learner is almost the
same as that of the native speaker, the inappropri-
ate rhythm decreases the teachers’ evaluation score.
We use two measures related to the word duration,
T_Dyorq and T_RD 0rq, which are defined as

J
1 . .
T Duwra= 73 tn () ()] sand  (10)

J
1
T RDyora = j Z

j=1

tn()  t(d)
Tn Tr,

; (11)

where tn(j) and ¢7,(j) are the durations of j-th word
and .J is the number of the words in the utterance.
T_RD,rq is calculated based on the relative duration
of words which is normalized by the total utterance
duration while T_D,,,.q4 is calculated based on the du-
ration without normalization.

3.3.3 Duration of Pauses

The pauses are very important to a prosodic impres-
sion of the utterance in addition to the word duration.
Two measures related to the pause are investigated.
T_Dpause and T_RDy,qys. are defined as follows,

J—1
1 . .
T Dy = 5= 3 [paun(i) = pau ()], (12)
j=1
and
1 |paun(j) paur(j)
T RD = — 1
R pau J—].Z Ty Ty 7(3)

j=1

where paun(j) and paur(j) are the durations of the
pause which immediately follows j-th word. The differ-
ence between 1T'_D,q, and T_RD,,, without and with
normalization is the same as the word duration param-
eters.
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4. Evaluation Results
4.1 Speech Data

The method of the automatic scoring of prosodic profi-
ciency is trained and evaluated with the ERJ (English
Read by Japanese) corpus[14],[15]. The ERJ corpus
provides pronunciation proficiency scores, which are
rated by some American teachers of English from seg-
mental, rhythmic, and intonational aspects, for some
utterances.

For intonational evaluation, 60 sentences are de-
signed to have various intonation patterns, and 8
Japanese speakers uttered each sentence. A native
speaker also uttered the same sentence set. The raters
were asked to listen to the native utterances as the
reference which are supposed to have the correct in-
tonational patterns of the sentences, and they gave
5-scale rating (1l:poor, 5:good) to the utterances by
Japanese from the intonational aspect. Most of the ut-
terances were rated by 4 teachers, but some utterances
were rated by 2 or 3 teachers. We used 10 sentences
among 60 sentences both for training and testing of the
method, and the number of the utterances for training
and testing was 73 and 75, respectively, because some
utterances were removed from the data set due to errors
of the automatic labeling process.

Our proposed method automatically scores the
learners’ utterances based on the comparison with the
native speaker’s utterances of the same sentence. The
native speaker’s utterances used by the raters as the
reference are also used for the utterances to be com-
pared with the learners’ utterances by the automatic
scoring.

4.2 Correlation between Teachers’ Scores and Prosodic
Measures

In order to select prosodic measures for the multiple
regression model, correlation coefficients between the
teachers’ scores and the prosodic measures were calcu-
lated. We investigated 5 kinds of CUs including the
sentence, the word, the prosodic phrase, and two types
of word boundary parts mentioned in 2.3. A Japanese
teacher of English identified prosodic phrases in a sen-
tence using a written text of the sentence based on his
expertise. Tables 1, 2, and 3 summarize the correlation
coefficients for the comparison units. The coefficient
-1.0 indicates perfect correlation.

For Fg measures, FF_.PD and F_SD, the measure
based on the word boundary has larger correlation be-
tween teachers’ score and the Fy measures. New Fy
measures F'_N Dn based on approximation errors of line
fitting show the high correlation using a word as a unit
of the line fitting. The measure based on the prosodic
phrase has smaller correlation because some prosodic
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Table 1  Correlation between teachers’ score and Fg Measures
for several comparison units (CUs).
| Measure | CU | cor. |
F_PD sentence -0.27
word -0.36
prosodic phrase -0.22
syllable-based boundary | -0.49
mora-based boundary -0.41
F_SD word -0.26
prosodic phrase -0.16
syllable-based boundary | -0.36
mora-based boundary -0.45
F_ND1 sentence -0.14
word -0.37
prosodic phrase +0.02
syllable-based boundary | -0.26
F_ND2 sentence -0.15
word -0.42
prosodic phrase -0.02
syllable-based boundary | -0.40

Table 2  Correlation between teachers’ score and power mea-
sures for several comparison units (CU).
| Measure | CU | cor. |
P_ND1 sentence -0.18
prosodic phrase | -0.38
word -0.38
P_ND2 sentence -0.21
prosodic phrase | -0.27
word -0.27

Table 3 Correlation between teachers’ score and duration
measures for several comparison units (CU).
[ Measure | cor. |
T Duni 20.25
T_RDyorq | -0.23
T Duword | -0.44
T RDpuy | -0.02
T Dpau 0.13

phrase boundaries do not match the actual prosodic
phrase boundaries in the utterances.

For the duration measures, the difference of non-
normalized word duration shows the highest correla-
tion. It suggests that the combination of rhythm and
duration is effective to predict the prosodic proficiency
score. The pause information does not contribute to
the prosodic proficiency.

4.3 Multiple Regression Model

The score of the prosodic proficiency, S, is predicted
by the multiple regression model formulated as Eq. (1).
Some prosodic measures mentioned in Sect. 3 have high
inter-measure correlation with each other. To reduce
the number of model parameters and to increase the
robustness, the input variables of the multiple regres-
sion model consist of the selected prosodic measures
which have high correlation to the teacher’s score and
have low correlation to other input variables. The cor-

Table 4 The correlation between the teachers’ score and au-
tomatic scoring.

[ measure set | closed | open |

set-0 (baseline) 0.40 0.41
set-1 (proposed) 0.69 0.51

relation between prosodic parameters were investigated
to select measures.
We selected 5 measures,

e P, : F_PD |[syllable-based boundary],
e P, : F_ND [word],

e P;: P_ND2 [word],

[ P4 : T—Dalla and

° P5 : T—RDword

as the input variables of the multiple regression model,
Eq. (1), where [ ] indicates the CU. This set of measures
is called set-I. The score of the prosodic proficiency, S,
is predicted by

S = —0.44P; — 0.22P, — 0.16P; (14)
—0.31P; — 0.23P;.

The weights of the input variables are obtained by nor-
malizing the mean and the variance of each input vari-
able and the target S to 0 and 1 respectively.

To verify the improvement by the proposed
method, a baseline model is also trained with another
set of measues (set-0), and it uses 3 measures,

e P/ : F_PD [sentence],
e Pj: F_SD [word], and
L] Pé . T_Da”.

This set eliminates the newly proposed measures
X _NDn based on approximation errors of line fitting
and the measures for CU of the word boundary. The
score S is predicted by

S = —0.23P! — 0.14P, — 0.23P},. (15)

The performance of the models is evaluated on
the testing data which is not included in the training
data. The correlation coefficients between the teachers’
score and automatic scoring by the models are shown
in Table 4. We conducted statistical tests to verify
that the improvement by the proposed method is sig-
nificant. The existence of correlation was tested before
tests for the increase of the correlation coefficients. A ¢-
test can be used to test whether the correlation between
two variabales is significant[16],[17]. The null hypoth-
esis that the correlation coefficient is 0 is rejected for
all 4 cases in Table 4 at the level of significance a =
0.01. In the sencond test, the difference of correlation
coefficients was tested based on Fisher’s Z transforma-
tion[16]. The null hypothesis is that the correlation co-
efficient by the proposed method is not larger than that
by the baseline method. This hypothesis is also rejected
for the closed and open prediction at @ = 0.01 and 0.25



respectively. These results reveal that the proposed
method improves the accuracy of automatic scoring of
the prosodic proficiency. However, the improvement for
the open prediction is not supported at a small signif-
icance level. It implies that it is neccesary to increase
the training data for a more robust multiple regression
model.

5. Conclusion

This paper proposed the introduction of new prosodic
measures which describe the characteristics of Japanese
novice learners of English into automatic scoring of the
prosodic proficiency. The new measures include the
approximation error of the fitting line and the com-
parison result of prosodic parameters for the limited
segment, of the word boundary rather than the whole
utterance. The multiple regression model predicts the
prosodic proficiency. The introduction of the new mea-
sures improved the correlation between the teachers’
score and the automatic score from 0.40 to 0.69 and
from 0.41 to 0.51 for the closed and open evaluation
respectively. The increase of the training data will be
an important issue of the future work.
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